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Introduction



Constraints on Mobile
Temperature

Core Frequency

FPS

Mobile Desktop
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Passively Cooling Active Cooling

Battery Power TetheredPower

Shared/unified memory 
(30 GB/s)

Dedicated GPU memory 
(300 GB/s)



Methodology/Expectations

ÅAll measurements are produced using locked, sustainable frequencies 
both for the CPU/GPU

ÅIndividual optimizations in this session may only show small 
improvements

ÅMany examples will feature Unreal Engine 4.21~4.24, because the 
source is freely accessible. 

ÅȬ˨הѼ˨ contributed similar techniques to Unity and custom engines



Best Practices and 
Optimisations



Only Enable What You Use
We Recommend:

ÅRestricting both extension and feature enables to the functionality you 
actually need

ÅSeparating production and development feature sets

ÅRobustness (out-of-bounds) behaviour is a well-documented example

ÅPipeline info and performance counter extensions can carry surprising 
costs



Redundant API Calls
We Recommend:

ÅAvoiding redundant state setting, barriers or layout transitions

ÅPrefer array usage of API entrypointsover multiple API calls
Åi.e. vkUpdateDescriptorSets

ÅCaching objects rather than creating duplicates



Choose your Formats Wisely
ÅHow much precision do you really need?

ÅDo you actually use the all of the channels?

ÅSmaller image formats will consume less bandwidth, less power 
and generate less heat

ÅConsider R11G11B10 instead of R16G16B16A16 for render targets 
(32-bit vs. 64-bit)



Device SM-N976B (Note10) Format R16G16B16A16F R11G11B10F

Chipset Mali-G76 FPS 53 60

Game Resolution 2048x1080p Stability (%) 100 100

Game Setting Ultra, Max 60 FPS CPU Util. (%) 25.30 23.24

Clock Setting Locked GPU Util. (%) 98.65 97.23
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RenderPassesand Subpasses



RenderPasseson Tile -based GPUs

Begin Render Pass

End Render Pass

System DRAM
(Lower-bandwidth, 

higher power)

On-chip Tile 
Memory 

(High-bandwidth, 
Low-power)

Subpass

Subpass

Subpass

Load Ops
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LOAD_OP_LOAD

STORE_OP_STORE



Minimize the Number of RenderPasses
We Recommend:

ÅUsing multiple subpasses
over separate 
RenderPasses

Variant FPS
FPS 

Stabillity
Power CPU GPU Memory

Subpasses 49 (31-56) 97% 725 mA 36.46% 93.24% 787 MB

Separate 
Render 
Passes

41 (25-45) 98% 872 mA 32.62% 96.37% 785 MB



Avoid Empty RenderPasses



Clearing Framebuffer Attachments
We Recommend:

ÅWhen clearing attachments at the start of a render pass, use 
VK_ATTACHMENT_LOAD_OP_CLEAR.

ÅWhen clearing attachments within a sub-pass, use 
vkCmdClearAttachments.

ÅvkCmdClearColorImageand vkCmdClearDepthStencilImagecan be 
used to clear outside of a render pass. These functions are the least 
efficient mechanism on tile-based GPU 



Avoid Empty RenderPasses c̙ont.


